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Overview 

•  Every	team	contains	at	most	4	people	and	works	together	on	a	
project	

• Goal:	
•  Conduct	a	comprehensive	survey	on	the	specific	direc@on		
•  Iden@fy	a	new	problem	along	the	direc@on	

•  Evalua@on	
• We	will	organize	a	poster	session	in	the	last	class	
•  The	final	report	is	due	in	two	weeks	aGer	the	course	
•  The	responsibility	of	each	people	in	the	group	should	be	clearly	stated	



Research Areas 
•  Natural	Language	Understanding	(5)	

•  Sentence	representa@on	
•  Reading	comprehension	
•  Machine	transla@on	
•  Summariza@on	

•  Graph	&	Recommenda;on	(4)	
•  Knowledge	graph	representa@on	
•  Graph	representa@on	
•  Graph	genera@on	
•  Recommenda@on	

•  Learning	Fundamental	(5)	
•  Genera@ve	models	(VAEs,	GANS)	
•  Mul@-task	learning	
•  Meta-learning/few-shot	learning	
•  Transfer	learning	
•  Adversarial	examples	



Natural Language Understanding 



Machine Reading Comprehension 
•  Task:	given	a	ques@on	and	context	passage,	find	the	answer	from	the	
passage	

• References:	
•  Rajpurkar	et	al.	SQuAD:	100,000+	Ques@ons	for	Machine	Comprehension	of	Text.	
•  Wang	et	al.	R-Net:	Machine	Reading	Comprehension	with	Self-Matching	Networks.		

Passage: Tesla later approached Morgan to ask for more funds to build a more powerful transmitter.
When asked where all the money had gone, Tesla responded by saying that he was affected by
the Panic of 1901, which he (Morgan) had caused. Morgan was shocked by the reminder of his part
in the stock market crash and by Tesla’s breach of contract by asking for more funds. Tesla wrote
another plea to Morgan, but it was also fruitless. Morgan still owed Tesla money on the original
agreement, and Tesla had been facing foreclosure even before construction of the tower began.
Question: On what did Tesla blame for the loss of the initial money?
Answer: Panic of 1901

Table 1: An example from the SQuAD dataset.

First, we propose a gated attention-based recurrent network, which adds an additional gate to the
attention-based recurrent networks (Bahdanau et al., 2014; Rocktäschel et al., 2015; Wang & Jiang,
2016a), to account for the fact that words in the passage are of different importance to answer a
particular question for reading comprehension and question answering. In Wang & Jiang (2016a),
words in a passage with their corresponding attention-weighted question context are encoded to-
gether to produce question-aware passage representation. By introducing a gating mechanism, our
gated attention-based recurrent network assigns different levels of importance to passage parts de-
pending on their relevance to the question, masking out irrelevant passage parts and emphasizing
the important ones.

Second, we introduce a self-matching mechanism, which can effectively aggregate evidence from
the whole passage to infer the answer. Through a gated matching layer, the resulting question-aware
passage representation effectively encodes question information for each passage word. However,
recurrent networks can only memorize limited passage context in practice despite its theoretical ca-
pability. One answer candidate is often unaware of the clues in other parts of the passage. To address
this problem, we propose a self-matching layer to dynamically refine passage representation with
information from the whole passage. Based on question-aware passage representation, we employ
gated attention-based recurrent networks on passage against passage itself, aggregating evidence rel-
evant to the current passage word from every word in the passage. A gated attention-based recurrent
network layer and self-matching layer dynamically enrich each passage representation with infor-
mation aggregated from both question and passage, enabling subsequent network to better predict
answers.

Lastly, the proposed method yields state-of-the-art results against strong baselines. Our single model
achieves 72.3% exact match accuracy on the hidden SQuAD test set, while the ensemble model
further boosts the result to 76.9%, which currently1 holds the first place on the SQuAD leaderboard.
Besides, our model also achieves the best published results on MS-MARCO dataset (Nguyen et al.,
2016).

2 TASK DESCRIPTION

For reading comprehension style question answering, a passage P and question Q are given, our task
is to predict an answer A to question Q based on information found in P. The SQuAD dataset further
constrains answer A to be a continuous sub-span of passage P. Answer A often includes non-entities
and can be much longer phrases. This setup challenges us to understand and reason about both the
question and passage in order to infer the answer. Table 1 shows a simple example from the SQuAD
dataset. As for MS-MARCO dataset, several related passages P from Bing Index are provided for
a question Q. Besides, the answer A in MS-MARCO is generated by human which can not be a
continuous sub-span of the passage.

3 R-NET STRUCTURE

Figure 1 gives an overview of R-NET. First, the question and passage are processed by a bi-
directional recurrent network (Mikolov et al., 2010) separately. We then match the question and
passage with gated attention-based recurrent networks, obtaining question-aware representation for

1On May. 6, 2017
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Sentence/document representation 

•  Task:	map	a	sentence/document	to	a	low-dimensional	representa@on	
• References:	

•  Le	et	al.	Distributed	representa@ons	of	sentences	and	documents	
•  Kim	et	al.	Convolu@onal	neural	networks	for	sentence	classifica@on	
•  Tang	et	al.	Document	modeling	with	gated	recurrent	neural	networks	
•  Lin	et	al.	A	structured	self-a[en@ve	sentence	embedding	



Neural Machine Translation 

•  Task:	map	one	sentence	in	the	source	language	to	a	sentence	in	the	
target	language	

• References:	
•  Sutskever	et	al.	Sequence	to	sequence	learning	with	neural	networks.	
•  Bahdanau	et	al.	Neural	machine	transla@on	by	joingly	learning	to	align	and	translate	
•  Gehring	et	al.	Convolu@onal	sequence	to	sequence	learning	
•  Vaswani	et	al.	A[en@on	is	all	you	need	



Neural Text Summarization 

• References	
•  Nallapa@	et	al.	Abstrac@ve	text	summariza@on	using	sequence-to-sequence	RNNs	and	
Beyond.	

•  Rush	et	al.	A	neural	a[en@on	model	for	sentence	summariza@on	
•  Paulus	et	al.	A	deep	reinforced	model	for	abstrac@ve	summariza@on.	
	

Sentence Summarization

Source

Russian Defense Minister Ivanov called Sunday for the creation of a joint
front for combating global terrorism.

Target

Russia calls for joint front against terrorism.

Summarization Phenomena:

Generalization

Deletion

Paraphrase

Rush, Chopra, Weston (Facebook AI) Neural Abstractive Summarization 2 / 42
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Natural Language Inference 

• Goal:	give	a	pair	of	sentences,	predict	their	rela@onships	(entailment,	
contradic@on,	neutral)?	

• References:	
•  Bowman	et	al.	A	large	annotated	corpus	for	learning	natural	language	
inference.	

• Wang	et	al.	Learning	natural	language	inference	with	LSTM.	
•  Chen	et	al.	Enhanced	LSTM	for	natural	language	inference.	

A man inspects the uniform of a figure in some East
Asian country.

contradiction
C C C C C

The man is sleeping

An older and younger man smiling. neutral
N N E N N

Two men are smiling and laughing at the cats play-
ing on the floor.

A black race car starts up in front of a crowd of
people.

contradiction
C C C C C

A man is driving down a lonely road.

A soccer game with multiple males playing. entailment
E E E E E

Some men are playing a sport.

A smiling costumed woman is holding an um-
brella.

neutral
N N E C N

A happy woman in a fairy costume holds an um-
brella.

Table 1: Randomly chosen examples from the development section of our new corpus, shown with both
the selected gold labels and the full set of labels (abbreviated) from the individual annotators, including
(in the first position) the label used by the initial author of the pair.

a variety of models for natural language infer-
ence, including rule-based systems, simple lin-
ear classifiers, and neural network-based models.
We find that two models achieve comparable per-
formance: a feature-rich classifier model and a
neural network model centered around a Long
Short-Term Memory network (LSTM; Hochreiter
and Schmidhuber 1997). We further evaluate the
LSTM model by taking advantage of its ready sup-
port for transfer learning, and show that it can be
adapted to an existing NLI challenge task, yielding
the best reported performance by a neural network
model and approaching the overall state of the art.

2 A new corpus for NLI

To date, the primary sources of annotated NLI cor-
pora have been the Recognizing Textual Entail-
ment (RTE) challenge tasks.1 These are generally
high-quality, hand-labeled data sets, and they have
stimulated innovative logical and statistical mod-
els of natural language reasoning, but their small
size (fewer than a thousand examples each) limits
their utility as a testbed for learned distributed rep-
resentations. The data for the SemEval 2014 task
called Sentences Involving Compositional Knowl-
edge (SICK) is a step up in terms of size, but
only to 4,500 training examples, and its partly
automatic construction introduced some spurious
patterns into the data (Marelli et al. 2014a, §6).
The Denotation Graph entailment set (Young et
al., 2014) contains millions of examples of en-
tailments between sentences and artificially con-
structed short phrases, but it was labeled using
fully automatic methods, and is noisy enough that
it is probably suitable only as a source of sup-

1
http://aclweb.org/aclwiki/index.php?

title=Textual_Entailment_Resource_Pool

plementary training data. Outside the domain of
sentence-level entailment, Levy et al. (2014) intro-
duce a large corpus of semi-automatically anno-
tated entailment examples between subject–verb–
object relation triples, and the second release of
the Paraphrase Database (Pavlick et al., 2015) in-
cludes automatically generated entailment anno-
tations over a large corpus of pairs of words and
short phrases.

Existing resources suffer from a subtler issue
that impacts even projects using only human-
provided annotations: indeterminacies of event
and entity coreference lead to insurmountable in-
determinacy concerning the correct semantic la-
bel (de Marneffe et al. 2008 §4.3; Marelli et al.
2014b). For an example of the pitfalls surround-
ing entity coreference, consider the sentence pair
A boat sank in the Pacific Ocean and A boat sank
in the Atlantic Ocean. The pair could be labeled
as a contradiction if one assumes that the two sen-
tences refer to the same single event, but could
also be reasonably labeled as neutral if that as-
sumption is not made. In order to ensure that our
labeling scheme assigns a single correct label to
every pair, we must select one of these approaches
across the board, but both choices present prob-
lems. If we opt not to assume that events are
coreferent, then we will only ever find contradic-
tions between sentences that make broad univer-
sal assertions, but if we opt to assume coreference,
new counterintuitive predictions emerge. For ex-
ample, Ruth Bader Ginsburg was appointed to the
US Supreme Court and I had a sandwich for lunch
today would unintuitively be labeled as a contra-
diction, rather than neutral, under this assumption.

Entity coreference presents a similar kind of in-
determinacy, as in the pair A tourist visited New



Graph Representation and Generation 



Knowledge Graph Embedding 
•  Goal:	map	knowledge	graph	into	low-dimensional	spaces		

•  References:	
•  Bordes	et	al.	Transla@ng	embeddings	for	modeling	mul@-rela@onal	data.	
•  Lin	et	al. Learning	en@ty	and	rela@on	embedding	for	knowledge	graph	comple@on	
•  Shen	et	al.	Modeling	large-scale	structured	rela@onships	with	shared	memory	for	
knowledge	base	comple@on		

•  h[ps://github.com/thunlp/KB2E	



Learning representations of entire graphs 

• Goal:	map	a	subgraph/small	graph	into	a	low-dimensional	vector	

• References:	
•  Niepet	et	al.	Learning	convolu@onal	neural	networks	for	graphs	
•  Dai	et	al.	Discrimina@ve	embeddings	of	latent	variables	for	structured	data.	
•  Gilmer	et	al.	Neural	message	passing	for	quantum	chemistry.	



Graph Generation 
• Genera@ve	models	such	as	varia@onal	autoencoders	(VAEs)	and	
genera@ve	adversarial	networks	(GANs)	are	widely	studied	fro	
genera@ng	images,	speeches	and	natural	language	

• How	to	generate	graphs	(e.g.,	molecules)	are	under	explored	
	
	
	

•  Nicola	De	Cao,	Thomas	Kipf.	MolGAN:	An	implicit	genera@ve	model	for	
small	molecular	graphs.	

•  Jiaxuan	You,	Bowen	Liu,	Rex	Ying,	Vijay	Pande,	Jure	Leskovec.	Graph	
Convolu@onal	Policy	Network	for	Goal-Directed	Molecular	Graph	
Genera@on	



Deep Learning for Recommendation 

•  Task:	predict	the	ra@ngs	over	items	given	users	or	suggest	relevant	
items	to	users	

• References:	
•  Hidasi	et	al.	Session-based	recommenda@ons	with	Recurrent	Neural	Networks	
•  Covington	et	al.	Deep	Neural	networks	for	Youtube	recommenda@ons	
•  Cheng	et	al.	Wide&Deep	learning	for	recommender	systems	
•  Salakhutdinov	et	al.	Restricted	Boltzmann	machines	for	collabora@ve	filtering.		



Learning 



Deep Generative Models  

•  	Goal:	model	the	density	of	the	data,	or	sample	from	it	

• References	
•  Kingma	et	al.	Auto-encoding	Varia@onal	Bayes	
•  Goodfellow	et	al.	Genera@ve	adversarial	networks.	

2014 NIPS Workshop on Perturbations, Optimization, and Statistics --- Ian Goodfellow

Generative modeling

• Have training examples x ~ pdata(x )

• Want a model that can draw samples: x ~ 
pmodel(x )

• Where pmodel ≈ pdata

5

x ~ pdata(x ) x ~ pmodel(x )



Multi-task Learning 

• Goal:	jointly	learn	mul@ple	tasks	

• References:	
•  h[p://sebas@anruder.com/mul@-task/	
•  Liu	et	al.	Deep	mul@-task	learning	with	shared	memory.	
•  Kaiser	et	al.	One	model	to	learn	them	all.		



Transfer Learning 

• Goal:	transfer	supervision	or	knowledge	from	source	tasks	to	target	
task	

• References:	
•  Tzeng	et	al.	Adversarial	discrimina@ve	domain	adap@on	
•  Csurka	et	al.	Domain	adap@on	for	visual	applica@ons:	a	comprehensive	
survey.	



One-shot Learning 

• Goal:	learning	with	only	a	few	examples	

• References:	
•  Ravi	et	al.	Op@miza@on	as	a	model	for	few-shot	learning.	ICLR’2017	
•  Santoro	et	al.	One-shot	learning	with	memory-augmented	neural	networks	
•  Vinyals	et	al.	Matching	networks	for	one	shot	learning.		
	

One-Shot Learning 

•  Training time 

Ø  Data: 

Ø  Setting: 

{x(t), y(t)}

x

(t), y(t) ⇠ p(x, y)

y(t) 2 {1, . . . , C}

•  Test time 

Ø  Data: 

Ø  Setting: 

{x(t), y(t)}

x

(t), y(t) ⇠ p(x, y)

y(t) 2 {C + 1, . . . , C +M}

Additional data: A single 
labeled example from each 
of the M new classes •  Example: recognizing a person 

based on a single picture of him/her 

Picture	from	Russ	



Adversarial examples 
•  Many	machine	learning	algorithms	are	vulnerable	to	adversarial	examples,	which	
misclassify	examples	that	are	only	slightly	different	from	correctly	classified	
examples.		

•  References	
•  Ian	J.	Goodfellow,	Jonathon	Shlens	&	Chris@an	Szegedy.	Explaining	and	harnessing	adversarial	
examples.	ICLR	2015	

•  Adversarial	examples	tutorial:	h[ps://aaai18adversarial.github.io/	



Other Potential Topics 

• Deep	Learning	for	computer	vision	
• Deep	Learning	for	biology		
• Deep	learning	for	healthcare	
• …	



Thanks! 


