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Knowledge Graphs

• A set of facts represented as triplets
• (head entity, relation, tail entity)

• A variety of applications
• Question answering

• Search

• Recommender Systems

• Natural language understanding

• …



Knowledge Graphs are Incomplete

• A fundamental task: predicting missing links 

• A lot of existing work on knowledge graph embedding for link 
prediction

• The Key Idea: model and infer the relation patterns in knowledge 
graphs according to observed knowledge facts.

• Example:

Barack_Obama BornIn United_States

Barack_Obama Nationality American

Parents of Parents are Grandparents



Relation Patterns

• Symmetric/Antisymmetric Relations
• Symmetric: e.g., Marriage

• Antisymmetric: e.g., Filiation

• Formally:

𝑟 𝑥, 𝑦 ⇒ 𝑟(𝑦, 𝑥) if ∀ 𝑥, 𝑦

𝑟 𝑥, 𝑦 ⇒ ¬𝑟(𝑦, 𝑥) if ∀ 𝑥, 𝑦

r is Symmetric:

r is Antisymmetric:



Relation Patterns

• Inverse Relations
• Hypernym and hyponym

• Formally:

𝑟2 𝑥, 𝑦 ⇒ 𝑟1(𝑦, 𝑥) if ∀ 𝑥, 𝑦𝑟1 is inverse to relation 𝑟2:



Relation Patterns

• Composition Relations
• My mother’s husband is my father

• Formally:

𝑟2 𝑥, 𝑦 ∧ 𝑟3(𝑦, 𝑧) ⇒ 𝑟1(𝑥, 𝑧) if ∀ 𝑥, 𝑦, z𝑟1 is  composed of relation 𝑟2
and relation 𝑟3:



Related Work on Knowledge Graph Embedding

• Representing entities as embeddings

• Representing relations as embeddings or matrices



Abilities in Inferring the Relation Patterns

• None of existing methods are able to model and infer all the three 
types of relation patterns



Our Contributions

• A new knowledge graph embedding model RotatE
• Each relation as a rotation from the source entity to the target entity in the 

complex vector space

• RotatE is able to model and infer all the three types of relation 
patterns

• An efficient and effective negative sampling algorithm for optimizing 
RotatE

• State-of-the-art results on all the benchmarks for link prediction on 
knowledge graphs



RotatE: Relation as Rotation in Complex Space

• Representing head and tail entities in complex vector space, i.e., 
𝐡, 𝐭 ∈ ℂ𝒌

• Define each relation r as an element-wise rotation from the head 
entity 𝐡 to the tail entity 𝐭, i.e., 

• ° is the element-wise product. More specifically, we have ti = hiri, 
and

• where 𝜃𝑟,𝑖 is the phase angle of r in the i-th dimension.

𝐭 = 𝐡° 𝒓, where |𝑟𝑖|=1 

ri = 𝑒
𝑖𝜃𝑟,𝑖 ,



Geometric Interpretation

• Define the distance function of RotatE as

𝑑𝒓 𝒉, 𝒕 = ||𝐡° 𝐫 − 𝐭||



Modeling the Relation Patterns with RotatE

• A relation r is symmetric if and only if 𝑟𝑖 = ±1, i.e., 

• An example on the space of ℂ

𝜃𝑟,𝑖 = 0 𝑜𝑟 𝜋

𝑟𝑖 = −1 or 𝜃𝑟,𝑖 = 𝜋



Modeling the Relation Patterns with RotatE

• A relation r is antisymmetric if and only if 𝐫° 𝐫 ≠ 𝟏

• Two relations 𝑟1 and 𝑟2 are inverse if and only if  𝐫2 =  𝐫1, i.e., 

• A relation 𝒓𝟑 = 𝑒
𝑖𝜽𝟑 is a composition of two relations  𝒓𝟏 = 𝑒

𝑖𝜽𝟏 and 
𝒓𝟐 = 𝑒

𝑖𝜽𝟐 if only if 𝒓𝟑 = 𝒓𝟏 ∘ 𝒓𝟐, i.e., 

𝜃2,𝑖 = −𝜃1,𝑖

𝜽𝟑 = 𝜽𝟏 + 𝜽𝟐



Optimization

• Negative sampling loss

• 𝛾 is a fixed margin, 𝜎 is the sigmoid function, and (𝒉𝑖
′ , 𝒓, 𝒕𝑖

′) is the i-th
negative triplet. 

𝐿 = − log 𝜎 𝛾 − 𝑑𝑟 𝒉, 𝒕 − 

𝑖=1

𝑘
1

𝑘
log 𝜎(𝑑𝑟 𝒉𝑖

′ , 𝒕𝑖
′ − 𝛾)



Self-adversarial Negative Sampling 

• Traditionally, the negative samples are drawn in an uniform way
• Inefficient as training goes on since many samples are obviously false
• Does not provide useful information

• A self-adversarial negative sampling
• Sample negative triplets according to the current embedding model
• Starts from easier samples to more and more difficult samples
• Curriculum Learning

• 𝛼 is the temperature of sampling. 𝑓𝑟(ℎ𝑗
′, 𝑡𝑗
′)measures the salience of 

the triplet



The Final Objective

• Instead of sampling, treating the sampling probabilities as weights.



Experiments: Data Sets
• FB15K: a subset of Freebase. The main relation types are 

symmetry/antisymmetry and inversion patterns.  

• WN18: a subset of WordNet. The main relation types are 
symmetry/antisymmetry and inversion patterns. 

• FB15K-237:  a subset of FB15K, where inversion relations are deleted. The main 
relation types are symmetry/antisymmetry and composition patterns.

• WN18RR: a subset of WN18, where inversion relations are deleted. The main 
relation types are symmetry/antisymmetry and composition patterns.



Compared Algorithms

• Baseline algorithms
• TransE (Bordes et al. 2013)

• DistMult (Yang et al. 2014)

• ComplEx (Trouillon et al. 2016)

• ConvE (Dettmers et al. 2017)

• Our algorithms
• RotatE

• pRotatE: a variant of our algorithm by constraining the modulus of the entity 
embeddings to be the same, i.e., ℎ𝑖 = 𝑡𝑖 = 𝐶



Results on FB15k and WN18

• RotatE performs the best

• pRotatE performs similarly to RotatE



Results on FB15k-237 and WN18RR

• RotatE performs the best

• RotatE performs significantly better than pRotatE
• A lot of composition patterns on the two data sets

• Modulus information are important for modeling the composition patterns



Results on Countries (Bouchard et al. 2015)

• A carefully designed dataset to explicitly test the capabilities for 
modeling the composition patterns
• Three subtasks S1, S2, S3

• From easy to difficult



Comparing Different Negative Sampling 
Techniques
• Different negative sampling techniques

• Uniform sampling

• KBGAN (Cai&Wang, 2017) : a generator for generating negative samples and a 
discriminator for training knowledge graph embeddings

• our Self-adversarial technique

Table: The performance of different techniques with TransE



Further Experiments 

• To make a fair comparison, we compare with other models, which are 
also trained with self-adversarial

• Similar results are observed



Implicit Relation Pattern Inference: Symmetric

• Ignore the positions in the relation embedding 𝜽𝒓 and plot the 
histogram of the phrase angle of each element in the relation 
embedding, i.e., 𝜃𝑟,𝑖

A symmetric relation A random relation



Implicit Relation Pattern Inference: Inversion

• Ignore the positions in the relation embedding 𝜽𝒓 and plot the 
histogram of 𝜃1,𝑖 + 𝜃2,𝑖

hypernym is the inverse relation of hyponym



Implicit Relation Pattern Inference: 
Composition
• Ignore the positions in the relation embedding 𝜽𝒓 and plot the 

histogram 𝜃1,𝑖 + 𝜃2,𝑖 − 𝜃3,𝑖

for2 is a composition of the relation for1 and winner.
for1: award_nominee/award_nominations./award/awrd_nomination/nominated_for
winner: award_category/winners./award/award_honor/award_winner
for2: award_category/nominees./award/award_nomination/nominated_for



Summary

• Modeling relation patterns is critical for knowledge base completion
• Symmetric/Antisymmetric, Inverse, and composition

• RotatE: define each relation as a rotation from the head entity to the 
tail entity in the complex vector space
• Capable of modeling and inferring all the three types of relation patterns

• A new self-adversarial negative sampling approach
• Sampling the negative samples according to current embeddings

• Curriculum learning

• State-of-the-art results on all existing benchmark data sets
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